depression angle, polarization,
Explain your choices.
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DIGITAL

Most remote sensing images are recorded in digital fmm and
then processed by computers to produce images for inter-

preters to study. Less than a decade ago digital image process-

ing was essentially confined to dedicated facilities with e.:xlpem
sive mainframe computers operated. by staffs of specialists.
Today images can be processed with inexpensive desktf)p com-
puters and software by users with average computer skﬂ.ls. ;
Digital processing did not originate Wlth remote sensing an
is not restricted to these data. Many image-processing tech-
niques were developed in the medical field to process X~ray
images and images from sophisticated body-scanning devices.
For remote sensing, the initial impetus was the program of uné;
manned planetary satellites in the '1 ?605 th?t telemetelle
(transmitted) images to ground receiving stations, jl‘he ow
quality of the images required the development qf processing
techniques to make the images useful. Another 1mpe.tusdw;1s
the Landsat program, which began in 1972 and pl‘O\.llde' the
first sets of worldwide imagery in digital format. A third impe-~
tus was and remains the continued development of fgster, mc?re
powerful, and less expensive computer systems for image pro-
CeSTS;lIilsg 'chapter describes and illustrates the major categor;esdof
image processing. Jensen (1986) and Schowengerdt (1983) de-
scribe in detail the methods and the mathematical transforma-
tions,

STRUCTURE OF DIGITAL IMAGES

One can think of any image as consisting of small, equal areas,
Or picture elements, arranged in regular rows and columns,‘
called a raster array. The position of any picture element., or
pixel, is determined on an xy coordinate system. Each pixel
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also has a numerical value, called a digital number (DN), that
records the intensity of electromagnetic energy rr.leasure.d .foi
the ground resolution cell represented by that pixel. Digita
numbers range from zero to some highe?r number on a gray
scale. This system records an image in strictly numerical terms
on a three-coordinate system in which th.e x- an('i y-values lo-
cate each pixel and z gives the DN, which is dlsp}ayed az a
gray-scale intensity value. Scanner systems record 1.magesH I-
rectly in a digital format where each ground resolution ce }18
represented by a pixel. Analog imgg§s, such as photographs
and maps, may be converted into dlglt'al. fonpat by a process
known as digitization. In this chapter digital image proceszmg
is largely illustrated using Landsat examples pécause th;:. .atzi
are readily available and the images are familiar. The 1g}tzf1
processes, however, are equally applicable to all forms of digi-
tal image data.

Landsat TM Images

Landsat TM data are available as computer-compatible tapes
(CCTs) or as CD-ROMs, which can be read a-nd' processed. by
computers. Spectral bands and other characte-:rlstlcs of TM ;m—
ages are described in Chapter 3. Figure 8-1 illustrates the or(;
mat of the digital data. The cross-track scanner has a groun

resolution cell of 30 by 30 m. An oscillating scan mirror
sweeps the cell alternately east and west across the te.rraln bto
produce scan lines oriented at right angles Fo the satellite orbit
path. Scanning is continuous along the orbit; .the data are sub-
divided into scenes consisting of 5667 scan l.mes that are 185
km long in the scan direction and 30 m wide in the orbit direc-
tion. The analog signal is sampled at intervals of 30 m to prol;
duce 6167 pixels (measuring 30 by 30 Ip) per scan line. E;;:l

TM image band consists of 34.9 x 10° pixels (Figure 8-1). The
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5667 scan lines x 6167 pixels = 34.9 x 106 pixels per band
34.9 x 106 pixels x 7 bands = 244.3 x 108 pixels per scene

5667

Figure 8-1 Arrangement of scan lines and pixels in a Landsat
TM image.

seven bands have a total of 244.3 x 109 pixels. Each of the six
TM visible and reflected IR bands employs an array of 16 de-
tectors; each sweep of the scan mirror records 16 lines of data.
The thermal IR band 6 employs four detectors with 120-by-
120-m ground resolution cells; these are resampled to 30-by-
30-m pixels. (Note: in CCTs produced by EOSAT through
1989, pixel size was 28.5 by 28.5 m.) TM data are recorded on
an §8-bit scale. Bernstein and others (1984) have analyzed the
performance of the TM system; NASA (1983) gives details of
the CCT format for TM data.

The structure of a TM digital image is illustrated in Figure
8-2, which is a greatly enlarged portion of band 4 from the
Thermopolis, Wyoming, subscene that was described in
Chapter 3. Figure 8-2A shows an array of 66 by 66 pixels.
Bright pixels have high DNs, and dark pixels have lower DNs.
Figure 8-2B is a map that shows the location for the printout of
DN in Figure 8-2C. The correlation of the image gray scale to
the 8-bit DN scale is shown in Figure 8-2D, where a DN of 0 is
displayed as black and 255 as white. A histogram (Figure 8-2D)
is a useful way to display the statistics of an image. The verti-
cal scale records the number of pixels associated with each DN
value, shown on horizontal scale.

Referring again to the printout (Figure 8-2C), note the low

center of the stream; pixels along the stream margin have

higher values (DN = 20 to 80). The 30-by-30-m ground resolu-
tion cells in the center of the river are wholly occupied by wa-
ter, whereas marginal cells are occupied partly by water and
partly by vegetation, resulting in a DN intermediate between

water and vegetation. The mixed pixels form narrow gray

bands along the river in Figure 8-2A. The TM format is typical
of all multispectral digital data sets.

CCTs of Landsat images for the world are available from
EOSAT at a cost of $4400 for a TM scene. CCTs are available
as exabyte tape cartridges or as CD-ROMs. CCTs of TM im-
ages acquired from 1982 to 1986 are available from the EROS.

Data Center (EDC) for $650; these images are recorded as fou
quadrants that must be digitally mosaicked in order to proces
the entire scene. CCTs for MSS images are available from th

EDC. TM images are indexed with the path-and-row system

described in Chapter 3.

Digitization Procedure

Digitization is the process of converting an analog image int
a raster array of pixels. Maps and other information may als
be digitized. The digitized information is stored on a mag
netic medium for subsequent computer processing. Digitizin
systems belong to several categories: drum, flatbed, and lin
ear array.

A typical drum digitizing system (Figure 8-3) consists of
rotating cylinder with a fixed shaft and a movable carriag
that holds a light source and a detector similar to a photo
graphic light meter. The positive or negative transparency. i
placed over the opening in the drum, and the carriage is posi
tioned at a corner of the film. As the drum rotates, the detecto
measures intensity variations of the transmitted light caused
by variations in film density. Each revolution of the drum
records one scan line of data across the film. At the end o
each revolution, the encoder signals the drive mechanism
which advances the carriage by the width of one scan line to
begin the next revolution.

The width of the scan line is determined by the optical aper
ture of the detector, which typically is a square opening mea
suring 50 pm on a side. The analog electrical signal of the de:
tector, which varies with film density changes, is sampled a
50-pm intervals along the scan line, digitized, and recorded as
a DN value on magnetic tape. Each DN is recorded as a series
of bits, which form an ordered sequence of ones and zeroes
Each bit represents an exponent of the base 2. The widely used
8-bit series represents 256 values on the gray scale (28 = 256
levels) with O for black and 255 for white. A group of 8 bits is
called a byte. The film image is thus converted into a raster ar-
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Figure 8-2 Digital structure of a Landsat TM band 4 image. The area is a portion
of the Thermopolis, Wyoming, subscene shown in Chapter 3.

values associated with the Wind River and the high values of
the adjacent vegetation. These values are consistent with the
strong absorption by water and strong reflection by vegetation
of the IR energy recorded by TM band 4. In the river, note that
the lowest digital numbers (DN = 8 to 17) correspond to the

The intensity of the digitizer light source is calibrated at the
beginning of each scan line to compensate for any fluctuations
of the light source. These drum digitizers are fast, efficient,
and relatively inexpensive. Color images may be digitized into
the values of the component primary colors on three passes

through the system using blue, green, and red filters over the
detector. A digital record is produced for each primary color,
or wavelength band.

In flatbed digitizers, the film is mounted on a flat holder that
moves in the x and y directions between a fixed light source

ray of pixels that are referenced by scan-line number (y-coor-
dinate) and pixel count along each line (x-coordinate). A typi-
cal black-and-white aerial photograph measuring 23 by 23 cm
(9 by 9-in.) that is digitized with a 50-pm sampling interval is .
converted into 21,2 million pixels.
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ROTATING IMAGE

2. Image enhancement alters the visual impact that the image

DRUM \ (T+Rgl;83?RENCY ENCODER has .on the interpreter in a fashion that improves the infor-
mation content,
/ a. Contrast enhancement
b. Density slicing
LIGHT SOURCE c. Edge enhancement
d. Making digital mosaics
<«———————DETECTOR e. Intensity, hue, and saturation transformations
SYSTEM f. Merging data sets

CARRIAGE
DRIVE

Figure 8-3 System for digitizing an analog image,
such as a photograph. From Bryant (1974, Figure 2).

and a detector. These devices are usually slower and more ex-
pensive than drum digitizers, but they are also more precise.
Some systems employ reflected light in order to digitize
opaque paper prints. The resulting voltage signal for each line
is digitized and recorded.

Linear-array digitizers are similar to the along-track scan-
ners described in Chapter 1. An optical system projects the im-
age of the original photograph onto the focal plane of the sys-
tem. A mechanical transport system moves a linear array of
detectors across the focal plane to record the original photo-
graph in digital form.

The digitized image is recorded magnetically and can be
read into a computer for various processing operations. The
processed data are then displayed as an image on a viewing de-
vice or plotted onto film as described in the following section.
Inexpensive small-format digitizers are available as acces-
sories for personal computers.

ROTATING RECORDING
PLOTTED DRUM FILM
SCAN

ENCODER

\\ SOURCE

CARRIAGE =
DRIVE W

Figure 8-4 System for plotting an image from digital data. From
Bryant (1974, Figure 3).
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Image Plotting Procedure

Digital image data are plotted as images by film writer,
(Figure 8-4). Recording film is mounted on a rotating drum
With each rotation a scan line is exposed on the film by a ligh

g. Synthetic stereo images
3. Information extraction utilizes the decision-making capa-
bility of the computer to recognize and classify pixels on
the basis of their digital signatures.
a. Principal-component images
b. Ratio images
c. Multispectral classification
d. Change-detection images

These routines are described and illustrated in the following
sections. The routines are illustrated with Landsat examples,
but the techniques are equally applicable to other digital image
data sets. A number of additional routines are described in the
reference publications.

or laser, the intensity of which is modulated by the DNs of th

pixels. On completion of each scan line, the carriage advance;

IMAGE RESTORATION

the light source to commence the next line. The exposed film i

developed to produce a transparency from which one can maki
contact prints and enlargements. Modern plotters record dat
directly onto color film; three passes are made, each with a red
green, or blue filter over the light source. Advanced plotter

mix
plot

Color printers are available as accessories for personal com:
puters and produce acceptable page-size prints. In order to pro
duce high-quality prints of entire TM images at intermediat

Restoration processes correct the errors, noise, and geometric
distortion introduced into the data during the scanning, trans-
mission, and recording of images. The objective is to make the
image resemble the original scene. In the early days of Landsat
(mid-1970s) defects were not uncommon. Today, however, de-
fects are relatively rare. For most TM centerpoints there are
enough repeated images available that users can avoid defec-
tive data sets. Image restoration is relatively simple because
the pixels from each band are processed separately.

the red, green, and blue components for each pixel an
the color image in a single pass.

scales (1:250,000 or larger), film transparencies must be plot
ted and photographically enlarged.

IMAGE-PROCESSING OVERVIEW

Image-processing methods are grouped into three functiona
categories; these are defined next, together with lists of typica

proc

1. Image restoration compensates for data errors, noise, and

8

recording, and playback operations.

a
b
c
d
e
f.

essing routines.

eometric distortions introduced during the scanning

. Restoring line dropouts

. Restoring periodic line striping

. Restoring line offsets

. Filtering random noise

. Correcting for atmospheric scattering
Correcting geometric distortions

A. Original image with line dropout.

Restoring Line Dropouts

The image in Figure 8-5A has a line dropout, which is a black
scan line caused by a missing line of data; the resulting siring
of zero DNs produces the black line. The defect is restored by
replacing each value of DN 0 with a DN calculated as the aver-
age of the DN values for the adjacent pixel in the nondefective
scan lines that precede and succeed the missing line. Figure
8-5B shows the restored image.

Restoring Banding

Each eastbound and westbound sweep of the TM scan mirror
acquires 16 scan lines for the detector arrays for each band. On
some images the average brightness for the eastbound lines
differs from the westbound lines, which causes alternating
brighter and darker bands that are 16 scan lines wide. Figure
8-6A shows this defect, which is called banding. The banding
is most apparent in uniform stretches of terrain such as water
or desert. Restoration programs calculate the average his-
tograms for the brighter and darker bands. The histograms are
then adjusted to a uniform average brightness level for both
sets of scan lines. Figure 8-6B shows the restored image.

Restoring Line Offsets

Figure 8-7A shows an uncommon but deleterious defect called
line offsets, in which individual scan lines are offset east or
west from their correct position. In Figure 8-7A lines are offset
to the west, causing bright lines of land signatures to appear in
the dark ocean. At first glance this image looked hopeless.
Careful analysis of the digital data file showed that the de-
fects could be restored. Each scan line should begin at pixel
reference 1 on the west margin of the image, as shown in
Figure 8-2C. The defective scan lines, however, originated at
higher pixel numbers, which caused the offset on the image.

B. Restored image.

Figure 8-5 Restoring line dropouts on a Landsat TM image of central Yemen.




which mar the image. These specks also interfere with infor-
mation-extraction procedures such as classification. Random-
noise pixels are removed by digital filters.

Figure 8-8A shows an array of Landsat pixels, most of
which have DN values ranging from 40 to 60. There are, how-
ever, two pixels with DN values of 0 and 90 that produce dark
and bright noise in the image. This noise may be eliminated by
applying a moving average filter in the following steps:

. Design a filter kernel, which is a two-dimensional array of
pixels with an odd number of pixels in both the x and y di-
mensions. The odd-number requirement means that the ker-
nel has a central pixel, which will be modified by the filter
operation. In Figure 8-8A, a 3-by-3 kernel is shown by the
outlined box.

. Calculate the average of the 9 pixels in the kernel; for the
initial location, the average is 43.

. Determine the difference between the average value and the
central pixel (43 — 0 =43).

. If the difference exceeds (+ or —) a threshold value, in this
example 20, replace the central pixel with the average
value. In Figure 8-8B the original central pixel with a value
of 0 has been replaced by 43.

. Move the kernel to the right by one column of pixels, and
repeat the operation. The new average is 50. The central
pixel (40) is within the threshold limit of the new average
and remains unchanged. In the third position of the kernel,
the central pixel (DN = 90) is replaced by the average (53).
. When the right margin of the kernel reaches the right mar-
gin of the pixel array, the kernel returns to the left margin,
drops down one row of pixels, and the operation continues
until the entire image has been subjected to the moving av-
erage filter.

A. Original image with banding. B. Restored image.

Figure 8-6 Restoring banding on a Landsat TM image of the Red Sea coast of Yemen.

Moving average filters are widely used in other image-pro-
cessing applications.

Correcting for Atmospheric Scattering

Chapter 2 described how the atmosphere selectively scatters
the shorter wavelengths of light, which causes haze and re-
duces the contrast ratio of images. For TM images, band 1
(blue) has the highest component of scattered light and band 7
(reflected IR) has the least. Figure 8-9 shows two techniques
for determining the correction factor for different TM bands.
Both techniques are based on the fact that band 7 is essentially
free of atmospheric scattering, which can be verified by exam-
ining the DNs for shadows; these have values of either 0 or 1
_on band 7. The first technique (Figure 8-9A) employs an area

within the image that has shadows caused by irregular topogra-
phy. For each pixel the DN in band 7 is plotted against the DN
in band 1, and a straight line is fitted through the plot, using a
f: least-squares technique. If there were no haze in band 1, the

line would pass through the origin. Because there is haze, the

A. Original image with line offsets. B. Restored image.

Figure 8-7 Restoring offset scan lines. Landsat TM band 4 image of Oxnard, California.

The higher initial pixel numbers were corrected to 1, and the  and restored by simple means. Random defects, on the othe
restored image in Figure 8-7B was generated. hand, require more sophisticated restoration methods. One ran
dom defect occurs as individual pixels with DNs that are muc

Filtering of Random Noise higher or lower than the surrounding pixels. These pixels pro
Nonrandom defects, such as banding, are readily recognized  duce scattered bright and dark specks called random noise

260

DIGITAL IMAGE PROGESSING

Average values
for successive
3 by 3 pixel kernels
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A. Original data with filter kernel (3 by 3 pixels).
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B. Filtered data with noise pixels replaced by average vaiues,
shown in circles.

Figure 8-8 Filtering to remove random-noise pixels.

intercept is offset along the band 1 axis, as shown in Figure
8-9A. Haze has an additive effect on scene brightness. To cor-
rect the haze effect on band 1, the value of the intercept offset
is subtracted from the DN of each band 1 pixel for the entire
image. The procedure is repeated for the other TM bands.

Figure 8-9B shows a second restoration technique which
also requires that the image have some shadows or other areas
with DNs of O on band 7. The histogram of band 7 (Figure
8-9B) has pixels with DNs of 0. The histogram of band 1 lacks
pixels in the range from O to approximately 20 because of light
scattered into the detector by the atmosphere. The band 1 his-
togram also shows the characteristic, abrupt increase in pixels
at a DN of approximately 20. This value of 20 is subtracted
from all the DNs in band 1 to restore the effects of atmospheric
scattering. The histograms of bands 2 and 3 are also restored in
this manner. Band 2 (green) normally requires a subtraction of
less than 10 DNs. Only a few DNs are typically subtracted
from band 3 (red).

The amount of atmospheric correction depends upon wave-
length of the bands and the atmospheric conditions. As men-
tioned earlier, scattering is more severe at shorter wavelengths.
Humid, smoggy, and dusty atmospheres cause more scattering
than clear, dry atmospheres.
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in band 1 is caused by illumination from light selectively scattered
by the atmosphere.

Figure 8-9 Methods for determining atmospheric corrections on in-
dividual TM bands. From Chavez (1975, Figures 2 and 3).

Geometric Restorations

The scanning of TM images introduces a number of geometric
irregularities that are classified as systematic and nonsystem-
atic distortions. After these distortions are restored, the image
may be rectified to match a specific map format.

Nonsystematic Distortions Nonsystematic distortions
(Figure 8-10A) are caused by variations in the spacecraft atti-
tude, velocity, and altitude and therefore are not predictable.
These distortions must be evaluated from Landsat tracking
data or ground-control information. Variations in spacecraft
velocity cause distortion in the along-track direction only and
are known functions of velocity that can be obtained from
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tracking data. The amount of earth rotation during the 26 sec
required to scan a TM image results in distortion in the scap
direction that is a function of spacecraft latitude and orbit. In
the correction process, successive groups of 16 scan lines are
offset toward the west to compensate for earth rotation, which
causes the parallelogram outline of the restored image.

Variations in attitude (roll, pitch, and yaw) and altitude o
the spacecraft cause nonsystematic distortions that must be de.
termined for each image in order to be corrected. The correc.
tion process employs geographic features on the image, called
ground control points (GCPs), whose positions are known.
Intersections of major streams, highways, and airport runways
are typical GCPs. Latitude and longitude of GCPs may be de-
termined from accurate base maps. Where maps are lacking we
use portable devices called gobal positioning systems (GPSs)
that determine latitude and longitude from navigation satellites
(Leick, 1995). The user locates a GCP in the field and deter-
mines its position using the GPS. Differences between actual
GCP locations and their positions in the image are used to de-
termine the geometric transformations required to restore the
image. The original pixels are resampled to match the correct
geometric coordinates. The various resampling methods are
described by Rifman (1973), Goetz and others (1975), and
Bernstein and Ferneyhough (1975).

Systematic Distortions Geometric distortions whose ef-
fects are constant and can be predicted in advance are called
systematic distortions. Scan skew, variations in scanner mirror
velocity, and cross-track distortion belong to this category
(Figure 8-10B). Scan skew is caused by the forward motion of
the spacecraft during the time required for each mirror sweep.
The ground swath scanned is not normal to the ground track
but is slightly skewed, producing distortion across the scan
line. The known velocity of the satellite is used to restore the
correct geometric relationship.

Tests before Landsat was launched determined that the ve-
locity of the scan mirror was not constant from start to finish
of each scan line, resulting in minor systematic distortion
along each scan line. The known mirror velocity variations are
used to correct for this effect.

Cross-track distortion results from sampling pixels along a
scan line at constant time intervals. The width of a pixel (in the
scan direction) is proportional to the tangent of the scan angle
and therefore is wider at either margin of the scan line. The
data are recorded and displayed at a constant rate, however,
which causes the pixels at margins of the image to be com-
pressed relative to those at the center. Cross-track distortion
occurs in all unrestored images acquired by cross-track scan-
ners, whether from aircraft or satellites. Figure 8-11A is an
original aircraft scanner image with cross-track distortion,
which causes straight roads to be curved at the compressed
margins. Figure 8-11C shows the constant width of the dis-
torted pixels. Figure 8-11B is the image that was restored us-
ing trigonometric functions. Figure 8-11D shows the marginal

DISTORTION EVALUATED
FROM GROUND CONTROL

DISTORTION EVALUATED
FROM TRACKING DATA

pixels plotted at greater widths than central pixels, which re-
stores the geometry. Distortion is pronounced in this aircraft
image, which was recorded with a 90° scan angle. Distortion is
less pronounced in TM images that are recorded with a 14.9°
scan angle. Nevertheless, cross-track distortion is present and
must be restored to have an undistorted TM image.

For Landsat and other satellite images the systematic distor-
tions are corrected before the data are distributed.

Map and Image Projections

Images and maps contain inherent geometric distortions because
they record the curved surface of the earth on a flat display.
Areas, distances, and angular relationships are distorted to
varying degrees. A map projection is the systematic represen-
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A. Nonsystematic distortions. Dashed lines indicate shape of distorted image.
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Solid lines indicate shape of restored image.
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B. Systematic distortions.

Figure 8-10 Geometric distortions of Landsat images. From Bernstein
and Fernyhough (1975, Figure 3).

tation of a curved surface on a plane. Figure 8-12 shows the
three basic projections, which are planar, conic, and cylindri-
cal. The conic and cylindrical projections are “unrolled” into
flat surfaces. Many different versions of the basic projections
have been devised for different purposes. The history, charac-
teristics, and mathematics of map projections are given by
Snyder (1987), which forms the basis for the following discus-
sion. The cylindrical projection is developed by unrolling a

cylinder wrapped around the globe, touching at a great circle,

with meridians projected from the center of the globe.

IMAGE RESTORATION

Mercator Projections A well-known type of cylindrical pro-
Jjection is the Mercator projection, which is also important be-
cause it has similar characteristics to images acquired by
Landsat. A Mercator projection has the following characteristics:
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C. Geometry of distorted image. D. Geometry of restored image.

Figure 8-11 Cross-track distortion and restoration on images.
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A. Polar azimuthal (Planar). B. Regular conic.

C. Regular cylindrical (Mercator). D. Transverse cylindrical (Transverse Mercator).

Figure 8-12 Basic map projections. From Snyder (1987, Figure 1).

. The great circle of contact with the cylinder is the equator,

as shown in Figure 8-12C.

. Maps are conformal; that is, the relative local angles about

every point are shown correctly. Although the shape of a
large area is distorted, its small features are shaped essen-
tially correctly.

- Meridians are equally spaced parallel lines; parallels are un-

equally spaced parallel lines.

. There is little error close to the equator, (The scale 10°

north or south is only 1.5 percent larger than at the equator.)

Because of these useful attributes, other versions of the
Mercator projection have been developed. In the Transverse
Mercator projection the cylinder is oriented at a right angle to
the equator. The great circle, of contact, is a longitude line
called the central meridian. Map scale is essentially true within
a zone 10° east or west of the central meridian. The most
widely used maps are based on the Universal Transverse
Mercator (UTM) projection in which the earth, between lati-
tudes 84°N and 80°S, is divided into 60 zones, each generally
6° wide in latitude. Each zone is divided into 20 quadrangles
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generally 8° high in latitude. Each quadrangle is divided into
grid squares 10,000 m on a side. Locations are readily identi-
fied by referring to the grid coordinates. Snyder (1987) pro-
vides additional information on the UTM projection.

Space Oblique Projection Landsat and similar polar-orbit-
ing satellites acquire images in the Space Oblique Mercator
(SOM) projection, which is a version of the transverse merca-
tor projection. Figure 8-13 shows the SOM in which the cylin-
der is tangential to a great circle formed by the satellite ground
track. The 185-km width of the image swath is determined by
the angular field of view of the scanner and the altitude of the
satellite. The scanning is a continuous process; the image
swath is divided into individual TM scenes at intervals of 170
km along the orbit path (Figure 8-13). TM images are confor-
mal and essentially true to scale throughout. The scale at the
east and west margins averages 0.015 percent greater than
along the central orbit track (Snyder, 1987).

Some users need images displayed in different projections.
Rectification is the process of converting an image into a speci-
fied projection. Rectification employs GCPs (described in the
section “Nonsystematic Distortions™), which are identified on
the image and assigned latitude and longitude coordinates
from existing maps or from GPS information. The computer
program then resamples the original image pixels into the
specified map projection.

For most uses images must be annotated with latitude and
longitude coordinates andfor a UTM grid. The annotations
may be added during the rectification process. If images are
not rectified, the coordinates may be added to the original
SOM projection by using GCPs. My associates routinely use
annotated TM images (1:50,000 and 1:100,000 scale) for min-
eral exploration in Mexico and South America. Portable GPS
receivers determine actual ground positions, which are com-
pared with positions from the UTM grid on the images. The
positions typically match within 100 m, which is suitable for
much fieldwork.

IMAGE ENHANCEMENT

Enhancement is the modification of an image to alter its im-
pact on the viewer. Generally, enhancement changes the origi-
nal digital values; therefore, enhancement is not done until the
restoration processes are completed.

Contrast Enhancement

Contrast enhancement modifies the gray scale to produce a
more interpretable image. Virtually all bands of all images ac-
quired by Landsat (and similar satellites) require contrast en-
hancement. Figure 8-14A is a TM band 4 image of the
Thermopolis subscene that was plotted directly from the CCT.
These original unenhanced images are sometimes called raw
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horizontal axis represents the enhanced pixels. The scale of the
input axis is twice that of the output axis. The heavy solid and
dashed lines show the enhancement transforms. In a simple
(unsaturated) linear contrast stretch, the lowest original DN is
assigned a new value of 0, the highest original DN is assigned
a new value of 255, and the remaining original DNs are lin-
early reassigned new values ranging from 1 to 254. A disad-
vantage of this stretch is that the few percent of original pixels
at the head and tail of the original histogram occupy an exces-
sive portion of the new dynamic range.

This disadvantage is eliminated with the saturated contrast
stretch shown by the solid line in the LUT (Figure 8-15). The
darkest 2 percent (DN = 0 to 15) and brightest 2 percent (DN =
50 to 65} of the original input pixels are assigned output values
of 0 and 255; in other words, they are saturated to pure black

M and white. The remaining 96 percent of input pixels (DN = 16
79@ . .
S, to 49) are linearly reassigned to the output range from 1 to

254. The resulting output image and histogram are shown in
Figure 8-14C,D. The dramatic impact of contrast enhancement
is emphasized by comparing the output image (Figure 8-14C)
with the input image (Figure 8-14A). For this example, a satu-
ration of 2 percent was selected as optimum after experiment-
ing with other saturation levels. Other images may require
higher or lower saturation levels.

The following sections illustrate other commonly used con-
trast enhancements.

Figure 8-13 Space Oblique Mercator projection of Landsat images.

images. The image is very dark and lacks contrast. The his-
togram (Figure 8-14B) shows the statistical distribution of the
raw data. The median value is 30, which explains the dark ap-
pearance of the image. The data occupy a limited range from
0 to 65. This range is only 25 percent of the TM system range
(0 to 255) and explains the low contrast of the image. ‘

The image in Figure 8-14A is representative of virtually all
raw TM images. Contrary to appearances, the characteristics of
raw images do not indicate a defect in the TM system. The
sensitivity range of TM detectors was designed to record a
wide range of terrain brightness from black basalt plateaus to
white sea ice under a wide range of lighting conditions. No in-
dividual scene has a brightness range that covers the full sensi-
tivity range of the TM detectors. Therefore, each original TM
band requires contrast enhancement to produce useful images.
Contrast enhancement is a subjective operation that can be
strongly influenced by personal preferences of the operator
and user. Histograms of the enhanced data give an objective
view of the process. Many routines have been developed for
enhancing contrast; three useful methods are described in the
following sections.

Gaussian Contrast Stretch Variations in nature are com-
monly distributed in a normal (Gaussian) pattern, which is the
familiar bell-shaped curve. This distribution is emulated for
images by the Gaussian contrast stretch, in which the original
pixels are reassigned to fit a Gaussian distribution curve. The
image and histogram in Figure 8-14E,F show the effect of ap-
plying a Gaussian stretch to the original data.

Uniform Distribution Contrast Stretch A bin of pixels
refers to all pixels having the same DN. The linear and
Gaussian stretches assign each bin of pixels to a uniform new
DN range regardless of the number of pixels in the bin. For ex-
ample, in the linear and Gaussian histograms the raw pixels
with DN 20 and DN 30 are both given a uniform dynamic
range, although the 30 bin contains 100 times more pixels.
This disparity is compensated for in the uniform distribution
stretch (or histogram equalization stretch), in which the input
pixels are redistributed to produce a uniform population den-
sity of pixels along the output axis. The resulting output his-
togram (Figure 8-14H) has a wide spacing of bins in the center
of the distribution curve and a close spacing of the less-popu-
lated bins at the head and tail of the histogram. In the resulting
image (Figure 8-14G) the greatest contrast enhancement is ap-
plied to the most populated central range of DNs in the origi-
nal image. Gray-level variations at the bright and dark ex-
tremes are compressed and become less distinct.

Linear Contrast Stretch All contrast stretches are done
with lookup tables (LUTs), which consist of an array of origi-
nal (input) pixel values and a corresponding array of enhanced
(outpur) values that are used to produce the stretched image.
Figure 8-15 is a graphic display of an LUT that was used to en-
hance the original data shown in the histogram of Figure
8-14B. The vertical axis represents the original pixels, and the

Other Contrast Stretches In addition to the standard meth-
ods described above, most software packages for image pro-
cessifig provide additional methods, such as exponential and
logarithmic stretches. The user can also define custom contrast
stretches. For example, TM images along the Red Sea coast in-
clude water (dark DNs), bedrock (intermediate DNs), and sand
(bright DNs). An investigator who is interested in both water
and sand could employ a custom stretch that assigns the dark
half of the output DN range to water and the bright half to sand.

An important step in the process of contrast enhancement is
for the user to inspect the original histogram and determine the
elements of the scene that are of greatest interest. The user then
chooses the optimum stretch for his or her needs. Experienced
operators of image-processing systems bypass the histogram ex-
amination stage and interactively adjust the brightness and con-
trast of images that are displayed on a CRT. For some scenes a
variety of stretched images are required to display fully the orig-
inal data. It also bears repeating that contrast enhancement
should not be done until other processing is completed, because
the stretching modifies the original values of the pixels.

Density Slicing

Density slicing converts the continuous gray tone of an image
into a series of density intervals, or slices, each corresponding
to a specified range of DNs. Each digital slice is displayed as a
separate color or outlined by contour lines. Qualitative analog
displays are thus converted into quantitative digital displays,
assuming that calibration data are available This technique also
emphasizes subtle gray-scale differences that may be imper-
ceptible to the viewer. Plate 9A is a density-sliced version of a
black-and-white thermal IR image. The original continuous
gray tones are shown in colors that represent discrete tempera-
ture ranges.

Edge Enhancement

Many interpreters are concerned with recognizing linear fea-
tures in images. Geologists map faults, joints, and lineaments.
Geographers map man-made linear features such as highways
and canals. Some linear features occur as narrow lines against
a background of contrasting brightness; others are the linear
contact between adjacent areas of different brightness. In all
cases, linear features are formed by edges. Some edges are
marked by pronounced differences in brightness and are read-
ily recognized. Typically, however, edges are marked by subtle
brightness differences that may be difficult to recognize. Edge
enhancement is the process of emphasizing the signatures of
edges on images. Edges are enhanced in two ways:

1. Expanding the width of the linear feature
2. Increasing the DN difference across the feature

Two categories of digital filters are used for edge enhance-
ment: directional filters and nondirectional filters.
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Figure 8-14 Contrast-enhancement methods. Landsat TM band 4 of
the Thermopolis, Wyoming, subscene.
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Figure 8-15 Graphic plot of the lookup table for a linear contrast
stretch with 2 percent saturation.

Nondirectional Filters Nondirectional filters (also calle
Laplacian filters) are named because they have no direction

bias in enhancing linear features; almost all directions are en,
hanced. The only exception applies to linear features oriente
paraliel with the direction of filter movement; these feature
are not enhanced. Figure 8-16A shows a Laplacian filter that
a kernel of three lines and three pixels. The kernel is a templat
with 4 as the central value, 0 at each corner, and —1 at the cen
ter of each edge. The Laplacian kernel is placed over a 3-by-
array of original pixels (Figure 8-16A), and each pixel is mulg
plied by the corresponding value in the kernel. The nine resul

ing values (four of which are 0 and four are negative numbers
are summed. The resulting value for the filter kernel is’ com
bined with the original central pixel of the 3-by-3 data arra

and this new number replaces the original DN of the centr

pixel. For example, consider the Laplacian kernel placed ove
the array of 3-by-3 original pixels indicated by the box i
Figure 8-16A. When the multiplication and summation ar
performed, the value for the filter kernel is 5. The original cen
tral pixel in the array (DN = 40) is combined with the filte
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Figure 8-16 Nondirectional edge enhancement using a Laplacian filter.

A. Original image with DNs.

B. Enhanced by the factor 2.0.

C. Enhanced by the factor 5.0.

D. Enhanced by the factor 10.0.

value to produce the new value of 45, which is used in the fil-
ered data set (Figure 8-16B). The kernel moves one column of
pixels to the right, and the process repeats until the kernel
eaches the right margin of the pixel array. The kernel then
hifts back to the left margin, drops down one line of pixels,
and continues the same process. Figure 8-16B shows the en-
hanced pixels. The outermost column and line of pixels are
blank because they cannot form central pixels in an array.

The effect of the edge-enhancement operation can be evalu-
ated by comparing profiles A-B of the original and the filtered
data. Figure 8-16C is a profile of the original data. The re-
gional background (DN = 40) is intersected by a darker linea-
ment (DN = 35) that is three pixels wide and has DN vatues of
35. The contrast ratio between the lineament and background,
8 calculated from Equation (1-3), is 40/35, or 1.14. In the pro-
file of the enhanced data (Figure 8-16D), the contrast ratio is
45/30, or 1.50, which is an enhancement of 32 percent. The
original lineament, which was three pixels wide, is five pixels
Wide in the filtered version.

Figure 8-17 Computer-generated images illustrating nondirectional edge enhancement with
a Laplacian filter and different weighting factors.

The eastern (right-hand) portion of the original profile
(Figure 8-16C) has a second lineament marked by a change in
values from 40 to 45 along an edge that has no width. The
original contrast ratio (45/40 = 1.13) is increased by 27 percent
in the enhanced image (50/35 = 1.43). The original edge is ex-
panded to a width of two pixels.

Figure 8-17A is a computer-generated synthetic image with
a uniform background (DN = 127). The left portion of the im-
age is crossed by a dark band (DN = 107). The central portion
is crossed by a bright band (D = 147). In the right portion of
the image, an edge is formed at the contact of background with
a brighter surface (DN = 137). These three linear features have
subtle expressions in the original image. The linear features of
the synthetic image are similar to those in the digital arrays of
Figure 8-16A. The Laplacian filter of Figure 8-16A was ap-
plied to the synthetic image. After the value of the filter kernel
has been calculated and prior to combining it with the original
central data pixel, the calculated value may be multiplied by a
weighting factor. The factor weight may be less than 1 or
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Figure 8-19 Lineaments interpreted from edge-enhanced images of
the Jabal an Naslah area (Figure 8-18).

greater than 1 in order to diminish or to accentuate the effect of
the filter. The weighted filter value is then combined with the
central original pixel to produce the enhanced image.

_ In Figure 8-17B the calculated kernel value was weighted by
afactor of 2.0 to produce the enhanced image. In Figure 8-17C a
factor of 5.0 was used. In Figure 8-17D a factor of 10.0 was
used, which saturates the brightest values to a DN of 255 and the
darkest to a DN of 0. The filtering has significantly enhanced the
expression of the original lineaments in Figure 8-17A.

Figure 8-18 shows nondirectional edge enhancement ap-
plied to a TM band 4 subscene in northwest Saudi Arabia. The
area is a plateau of horizontal strata that is cut by fractures that
trend northwest and northeast. Figure 8-19 is a map that shows
the major fractures. Figure 8-18B shows the image after pro-
cessing with the Laplacian filter kernel (Figure 8-16A). Both
the northwest and northeast fracture directions are emphasized
in the enhanced image.

Many image-processing facilities routinely apply a nondi-
rectional filter to most images, which imparts a “crisper” ap-
_ pearance to the final product.

Directional Filters Directional filters are used to enhance lin-
car features that trend in a specific direction, such as N 45°W.
 Figure 8-20A shows four directional filters that are designed to

D. Directional enhancement of northwest-trending lineaments.

Figure 8-18 Edge enhancements of TM images of the Jabal an
Naslah area, northwest Saudi Arabia,

enhance the four cardinal directions. Figure 8-20B shows an ar-
ray of original pixels for terrain with a background DN of 25
that is cut by two lineaments that trend northeast (NE-SW) and
northwest (NW-SE). The lineaments have DNs of 30 and are
brighter than the background. Figure 8-20C is a profile along
line A-B that crosses the lineaments in an east-west direction.
The profile shows that each lineament is one pixel wide with a
brightness difference from the background of 5 DN.

The filter to enhance NE-SW edges is selected from Figure
8-20A and applied to the original data set. The filter kernel is
placed over an array of nine original pixels (three lines by three
pixels). Each original pixel is multiplied by the corresponding
kernel cell and the results are summed. The resulting kernel
value is then combined with the value of the original pixel in the
center of the array. Figure 8-20D shows the enhanced pixels that
have been processed in this manner. The DNs of the northeast-
trending lineament are increased from 30 to 50. In addition, the
filter has generated two bands of dark pixels (DN = 15), with a
width of one pixel, that trend parallel with the original linea-
ment. Enhanced profile A-B (Figure 8-20E) graphically shows
the effects of the directional edge enhancement. Compare this
profile with the profile of the original data (Figure 8-20C). The
DNs of the original lineament differ from the background by
5 DN for a brightness difference of 20 percent (5/25 = 20%).
The three parallel bands of the enhanced lineament differ from
the background by a total of 35 DN (25 + 10 = 35) for a bright-
ness difference of 140 percent (35/25 = 140%). The brightness
difference is enhanced by 700 percent (140%/20% = 700%).
The directional filter also enhances the geometric expression of
the lineament. The original lineament is one pixel wide. The en-
hanced lineament is three pixels wide. Figure 8-20D shows the
enhanced lineament (DN = 50) and the two parallel bands (DN
= 15). Cross section A-B (Figure 8-20E) crosses the lineament
obliquely and therefore gives a misleading impression of the
geometric relationships. A cross section (not shown) drawn nor-
mal to the lineament (Figure 8-20D) shows that the enhanced
lineament is three pixels wide. The geometric expression is en-
hanced by 300 percent (3 pixel width/l pixel width = 300%).
The key point is that the northeast-trending lineament is strongly
enhanced, but the northwest-trending lineament is completely
unchanged by this process.

In Figures 8-20F and 8-20G the filter kernel to enhance
northwest-trending edges is applied to the original array of
pixels. The brightness difference and the geometric expression
of the northwest-trending lineament are enhanced in the same
manner described above. The northeast-trending lineament is
completely unchanged. In summary, the two directional filters
have selectively enhanced the northeast- and northwest-trend-
ing lineaments by 300 percent in width and 700 percent in
brightness difference.

The filters in Figure 8-20A can be modified to enhance
linear features trending at directions other than the four cardi-
nal directions, as described by Haralick (1984). Directional
edge-enhancement filters were applied to the original Landsat
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F. Northwest-trending edges enhanced.

subscene in Saudi Arabia (Figure 8-18A). In Figure 8-18C, the
northeast-trending lineaments are preferentially enhanced. In
Figure 8-18D, the northwest-trending lineaments are preferen-
tially enhanced. Comparing Figures 8-18C and 8-18D with the
original image (Figure 8-18A) shows that both the brightness
difference and the geometric width of the lineaments are selec-
tively enhanced.
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Figure 8-21 Coordinate system for the intensity, hue, and saturation
(IHS) transformation. The color at point A has the following values:
1=205, H =175, S = 130 (undersaturated).
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technique for selectively improving both the brightness differ-
ence and the geometric width of linear features.

Intensity, Hue, and Saturation Transformations

The additive and subtractive systems of primary colors were
described in Chapter 2. An alternate approach to color is the
intensity, hue, and saturation (IHS) system, which is useful be-
cause it presents colors more nearly as they are perceived by
humans. The THS system is based on the color sphere (Figure
8-21) in which the vertical axis represents intensity, the radius
represents saturation, and the circumference represents hue.

10

G. Profile A-B of enhanced northwest-trending edges.

Figure 8-18 also compares the effects of directional filte
with the effects of nondirectional filters. The nondirection:
filter enhances both the northeast-trending lineaments and th
northwest-trending lineaments (Figure 8-20B). The direction
filters preferentially enhance either the northeast-trending lin
eaments (Figure 8-20C) or the northwest-trending lineamen!
(Figure 8-20D). Directional edge enhancement is a valuabl

Pixel Number

Figure 8-20 Edge enhancement using a directional filter.

The intensity (I) axis represents brightness variations and
tanges from black (0) to white (255); no color is associated
with this axis. Hue (H) represents the dominant wavelength of
color. Hue values commence with 0 at the midpoint of red
fones and increase counterclockwise around the circumference
of the sphere to conclude with 255 adjacent to 0. Saturation (S)
Iepresents the purity of color and is represented by the radius
that ranges from 0 at the center of the color sphere to 255 at
the circumference. A saturation of 0 represents a completely
Impure color in which all wavelengths are equally represented
a5 a shade of gray. Intermediate values of saturation are pastel
shades, whereas high values are purer and more intense colors.
Buchanan (1979) describes the IHS system in detail.

Thermopolis, Wyoming, Example When any three spec-
tral bands of TM (or other multispectral data) are combined in
the BGR system, the resulting color images typically lack satu-
ration, even though the bands have been contrast-stretched.
Plate 11A is a normal color image prepared from TM bands
1, 2, and 3 of the Thermopolis, Wyoming, subscene. The indi-
vidual bands were contrast-enhanced, but the color image has
the pastel appearance that is typical of many Landsat images.
The undersaturation is due to the high degree of correlation be-
tween spectral bands. High reflectance values in the green
band, for example, are accompanied by high values in the blue
and red bands, so pure colors are not produced. To correct this
problem, a method of enhancing saturation was developed that
consists of the following steps:

1. Transform the three bands of data from the BGR system
into the IHS system in which the three component images
represent intensity, hue, and saturation. This IHS transfor-
mation was applied to TM bands 1, 2, and 3 of the
Thermopolis subscene to produce the intensity, hue, and
saturation images illustrated in Figure 8-22. The intensity
image (Figure 8-22A) is dominated by albedo and topogra-
phy. Sunlit slopes have high intensity values (bright tones),
and shadowed areas have low values (dark tones). The air-
port runway and water in the Wind River have low values
(see Figure 3-7H for locations). Vegetation has intermediate
intensity values, as do most of the rocks. In the hue image
(Figure 8-22B) red beds of the Chugwater Formation have
conspicuous dark tones caused by low values assigned to
red hues. Vegetation has intermediate to light-gray values
assigned to the green hue. The original saturation image
(Figure 8-22C) is very dark because of the lack of satura-
tion in the original TM data. Only the shadows and river are
bright, indicating high saturation for these features.

2. Apply a linear contrast stretch to enhance the original satu-

ration image (Figure 8-22D). Note the overall increased
brightness of the enhanced image. Also note the improved
discrimination between terrain types.

3. Transform the intensity, hue, and enhanced saturation im-

age from the IHS system back into the three images of the
BGR system. These enhanced BGR images were used to
prepare the new color composite image of Plate 11B, which
is a significant improvement over the original version in
Plate 11A. In the IHS version, note the wide range of colors
and improved discrimination between colors. Some bright
green fields are distinguishable in vegetated areas that were
obscure in the original. The wider range of color tones
helps separate rock units.

Figure 8-23 shows graphically the relationship between the
BGR and IHS systems. Numerical values may be extracted
from this diagram for expressing either system in terms of the
other. In Figure 8-23 the circle represents a horizontal section
through the equatorial plane of the IHS sphere, with the inten-
sity axis passing vertically through the plane of the diagram.
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Figure 8-23 Diagram showing the relationship between the BGR
and THS systems.

A. Intensity image.

. The corners of the equilateral triangle are located at the posi-
tions of the red, green, and blue hues. Hue changes in a coun-
terclockwise direction around the triangle, from red (0), to
green (1), to blue (2), and again to red (3). Values of saturation
are 0 at the center of the triangle and increase to a maximum of
1 at the corners. Any perceived color is described by a unique
set of IHS values; in the BGR system, however, different com-
binations of additive primaries can produce the same color.
The THS values can be derived from BGR values through the
transformation equations

I=R+G+B 8-1)
H=]-3B (8-2)
S=1 (8-3)

for the interval 0 < H < 1, extended to 1 < H < 3. After enhanc-
ing the saturation image, the THS values are converted back
into BGR images by inverse equations.

Western Bolivia Example Saturation enhancement is also
effective in other regions and other combinations of spectral
bands. Plate 11C is a TM 2-4-7 image in western Bolivia. The
castern portion consists of volcanic features of the Andes and
the western portion is alluvial deposits. The bands were con-
trast-enhanced but are dominated by monotonous undersatu-
rated hues of brown, tan, and gray. Plate 11D is the same im-
age after saturation enhancement. Subtle color differences are

C. Saturation image, original. D. Saturation image, stretched.

Figure 8-22 Images created by the THS transformation of TM bands
1, 2, and 3 of the Thermopolis, Wyoming, subscene.
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emphasized, and much more geologic information was inter-
preted from the enhanced image.

The IHS transform has other applications in addition to en-
hancing the saturation of images. The traditional method of
enhancing edges on multispectral images, such as TM, is to
enhance each of the three bands separately. It is more efficient
to transform the three TM bands into IHS components, and
-then to apply edge enhancement to the intensity component.
When the image is transformed back into BGR components,
the edge enhancement is applied to each of the bands. This op-
eration may be combined with the saturation enhancement.

The THS transformation is also used to produce combination
images, as described in the following section.

Combination Images

Different images that have been digitally merged are called
combination images. For example, Landsat TM color images
display three spectral bands but have a relatively coarse spatial
resolution (30 m). SPOT pan images have good resolution
(10 m) but display only a single spectral band. A combination
image can display the spectral characteristics of the TM with
the spatial resolution of SPOT. Plate 12A is a TM IR color im-
age (bands 2, 3, and 4 shown as blue, green, and red) of the
northern portion of Los Angeles. Figure 8-24 is a SPOT pan im-
age and a map of the same area. Comparing the two images
shows the advantages of each version and the reason for com-
bining them. Spatial details of buildings and street patterns are
clearly visible in the SPOT image but are not recognizable in
the TM image. The circular streets in the large parking lot that
surrounds Dodger Stadium are clearly seen in the SPOT but not
in the TM. The sparse vegetation, however, has a distinctive red
signature in the TM image but is not recognizable in the SPOT
image. Various shades of blue in the TM indicate spectral signa-
tures of different categories of land use. These spectral charac-
teristics are absent in SPOT, which does, however, show details
of size, shape, and spacing (density) of buildings and streets.
The two images clearly complement each other; a combination
of the two would be valuable for the interpreter.

The THS transformation is used to combine such images in
the following manner:

1. For the TM image, resample each original pixel (30 by
30 m) into nine pixels (10 by 10 m) to match the SPOT size.

2. Use ground control points to register the TM image to the
SPOT image.

3. Transform the resampled TM color image into its IHS com-
ponents.

4. Discard the TM intensity component and replace it with the
SPOT data.

5. Transform the new set of THS components back into BGR
components. ‘

Plate 12B is the combined TM/SPOT image with 10-m ground
resolution cells and three spectral bands.
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Figure 8-24 SPOT panchromatic image and map, Los Angeles, California.

This technique is used to combine other images, such as
radar and TM images. The combination image merges the
shadows and highlights plus high spatial resolution of radar
with the spectral information from TM. It is more efficient to
interpret the combination image than to interpret TM and radar
images separately and combine the resuls. Chavez, Sides, and

Anderson (1991) compare three methods of merging images,
including the THS technique.

fsrator compared histograms for corresponding bands of ea
image and adjusted the histograms to match. This procedu
was successful, as shown by the excellent match of colo
throughout the mosaic. Adjacent images were then geomet
cally registered to each other by identifying common groun
control points (GCPs) in the regions of sidelap. Pixels we
then geometrically adjusted to match the desired map proje
tion. The next step was to eliminate from the digital file the d
plicate pixels within the areas of overlap. Optimum contra
stretching was then applied to all the pixels, producing a un
form appearance throughout the mosaic.

from the Topographic Division of the U.S. Geological Survey.
Synthetic stereo pairs are produced for a TM image by the fol-
lowing procedure:

[. The digital topographic data are resampled into pixels that
_ match the pixel size (30 by 30 m) of the TM image.

2. Ground control points are used to register Landsat pixels
~_ with topographic pixels. Each TM pixel now has an eleva-
tion value in addition to its spectral band values.

. The operator selects a center point on the image (that will
. be analogous to the principal point of an aerial photograph)
and designates the amount of vertical exaggeration for the
stereo pair.

. The computer program then radially displaces the pixels
from the principal point to produce a new image with paral-
lax, such as that shown for the aerial photographs in
Chapter 2. The computer then shifts to a conjugate principal
point in the image and generates the second image for the
synthetic stereo pair.

Digital Mosaics

Mosaics of Landsat images may be prepared by manually
matching and splicing together individual images, as shown
for the Central Arabian Arch in Plate 4. Differences in contrast
and tone between adjacent images may cause the checkerboard
pattern that is common on many mosaics. This problem is min-
imized by preparing mosaics directly from the digital CCTs.
Plate 13 is a digital mosaic of six TM images of southern
California prepared by R. E. Crippen of the Jet Propulsion
Laboratory (JPL). Earthquake data and traces of faults are
added to the mosaic and are discussed in Chapter 13. The six
images were acquired at different dates and seasons, which
causes major color differences between adjacent scenes. For
the area of sidelap between adjacent images, the computer op-

Synthetic Stereo Pairs

have no stereo capability, aside from negligible sidelap. §
t/?etic Stereo pairs are stereo models produced by merging
single image with digital topographic data. Digital topograp
data are produced by digitizing topographic contour ma
such as Figure 8-25A, into raster arrays of pixels. Each pi

late 12C is a synthetic stereo pair that was produced in this
anner from a single TM 2-3-4 IR color image. View the im-
ges with a stereoscope to appreciate the three-dimensional ef-
€Ct and vertical exaggeration. Figure 8-25A is a topographic
ap-of the area, which is located in the northeast portion of the
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B. Location map showing anticlines and outcrops of the
Chugwater Formation.

Figure 8-25 Maps of Sheep Mountain, Wyoming.

Bighorn Basin, Wyoming. Sedimentary strata are folded into an
array of anticlines that are identified in the location map (Figure
8-25B). The major topographic and geologic feature is the
northwest-trending Sheep Mountain anticline with a ridge of
light-colored late Paleozoic strata exposed in the core. The core
is surrounded by red beds of the Chugwater Formation (Tri-
assic), which have a distinctive yellow signature in the image,
and is indicated by the stippled pattern in Figure 8-25B. Sand-
stones and shales of Mesozoic age form ridges and valleys with
gray and blue signatures. The fold axes and attitudes (dip and
strike) of the strata are readily interpreted from the stereo pair.

Digital Perspective Images

Digital perspective images are three-dimensional views pro-
duced from digital topographic data that have been merged
with other data sets. Plate 14A is a perspective image of the
north flank of the San Bernardino Mountains and the Antelope
Valley in southern California. R. E. Crippen of the JPL pro-
duced the image in the following manner:

1. A SPOT pan image was selected as the “master” image.
Digital topographic data and a TM 2-4-7 image were re-
sampled to 10-by-10-m pixels and registered with the SPOT
data, using GCPs.
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A principal-components transformation was performed on the
three visible and three reflected IR bands of TM data for the
Thermopolis, Wyoming, subscene. Each pixel was assigned six
new DNs corresponding to the first through the sixth principal-
component coordinate axes. Figure 8-27 illustrates the six prin-
cipal-component (PC) images, which have been contrast-en-
hanced. As noted earlier, each successive principal component
accounts for a progressively smaller proportion of the variation
of the original multispectral data set. These percentages of varia-
tion are indicated for each PC image in Figure 8-27 and are plot-
ted graphically in Figure 8-28. The first three PC images contain
97 percent of the variation of the original six TM bands, which
is a significant compression of data. PC image 1 (Figure 8-27A)
is dominated by topography, expressed as highlights and shad-
ows, that is highly correlated in all six of the original TM bands.
PC image 2 (Figure 8-27B) is dominated by differences in
albedo that also correlate from band to band because pixels that
are bright in one TM band tend to be bright in adjacent bands.
The least-correlated data are noise such as line striping and
dropouts, which occur in different detectors and different bands.
In Figure 8-27, noise dominates PC images 4, 5, and 6, which
together account for only 2.6 percent of the original variation.
Note, however, that PC image 6 (Figure 8-27F) displays parallel
arcuate dark bands in the outcrop belt of the Chugwater For-
mation that may represent lithologic variations in this unit.

Any three PC images can be combined in red, green, and
Vi =dy Xy + a2 X 8-4) blue to create a color image. Plate 14B was produced by com-
8-5) bining PC images from Figure 8-27 in the following fashion:
PC 2 = red, PC 3 = green, PC 4 = blue. PC image 1 was not
used in order to minimize topographic effects. As a result, the
color PC image displays a great deal of spectral variation in the
vegetation and rocks, although the three images constitute only
10.7 percent of the variation of the original data set.
Examination of the original TM bands for the Thermopolis
subscene in Chapter 3 shows that the visible bands 1,2,and 3
are highly correlated with each other, as are the three reflected
IR bands 4, 5, and 7. Rather than transform all six bands into
six PC images, it is useful to transform bands 1, 2, and 3 into
three PC images and bands 4, 5, and 7 into three PC images.

In summary, the principal-components transformation has
several advantages:

2. The merged data were geometrically transformed into a
three-dimensional view of the terrain. The operajtor speci-
fied the look direction (toward the west) and vertical exag-

geration.

The combination of topography and spectral information on the
perspective image emphasizes differences between the rugged,
vegetated mountains and the low-lying barren deseff of the An-
telope Valley. The two terrains are separated by a series of faul.ts
that strike parallel with the mountain front. The topograp}.nc
scarps that mark the faults are accentuated by the. perspective
view and vertical exaggeration. Of special interest is th.e Black-
hawk landslide, which forms a dark lobe in the lowe.r 1.’1ght por-
tion of the image. This massive prehistoric slide 011g1n.ated on
the north flank of the mountains and moved far out into the
desert. Details of the landslide are given in Chapter 13.
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Figure 8-26 Plot of DNs for TM band 1 (axis x1) and ba.nd 2
(axis x») showing correlation between these bands. The pl‘lnCIPal-
components transformation was used to generatfa a new coordinate
system (y1, y2). After Swain and Davis (1978, Figure 7.9).

Image restoration and enhancement processes utilize comput-
ers to provide corrected and improved images f(?r'study by hu-
man interpreters. The computer makes no dec‘lsm.ns in thfase
procedures. However, the processes that comprise 1nforma.t1.on
extraction do utilize the computer’s decision-makling capability
to identify and extract specific pieces of information. A hum.an
operator must instruct the computer and must evaluate the sig- ot s
nificance of the extracted information. yo=az Xy taz
where
Principal-Component Images

If we compare individual TM bands such as the Thermopolis (x1, %) = pixel coordinates in the original system

subscene (Chapter 3), we note a strong similarity. Area§ that
are bright or dark in one band tend to be bright or dall'k in tl:xe
other bands. This relationship is shown diagrammatically in
Figure 8-26, in which DNs for TM band 1 are plotted versus
TM band 2. Data points are distributed in an elonga?e band,
which shows that as DNs increase for one band, they increase
for the other band. If for any pixel we know the DN for band 1,
we can predict the approximate value in band 2. The data are
said to be strongly correlated. This correlation means that there
is much redundancy of information in a multispectral data 'set‘
If this redundancy were reduced, the amount of data required
to describe a multispectral image could be comprgssed.

The principal-components transformation, originally }(nown
as the Karhunen-Loéve transformation (Loéver 1955), is used
to compress multispectral data sets by calcglatlpg a new coor-
dinate system. For the two bands of data in Flgure 8-26, th‘e
transformation defines a new axis (y;) oriented in the long. di-
mension of the distribution and a second axis ()_’2) perpendpu-
lar to y;. The mathematical operation makes .a linear combina-
tion of pixel values in the original coordinate system that
results in pixel values in the new coordinate system:

(y1, y2) = coordinates in the new system

ayy, dy2, dyp = constants

In Figure 8-26 note that the range of p.inel values for i
greater than the ranges for either of the ongmal. coordinates,
or x,, and that the range of values for y; is relaqvely small.
The same principal-components transformation may be ¢
ried out for multispectral data sets consisting of any numbet
bands. Additional coordinate directions are defined sequel
tially. Each new coordinate is oriented perp§ndi(?ular to all £
previously defined directions and in the c.hrectlon of the_
maining maximum density of pixel data points. For each p}};
new DNs are determined relative to each of the new coordin
axes. A set of DN values is determined for each pixel relat
to the first principal component. These DNs are then used
generate an image of the first principal componer%t..The sa
procedure is used to produce images for t'he remaining prfﬂ
pal components. The preceding descripuon of the pI‘lI.ICIP
components transformation is summan.zed from Swaln 3
Davis (1978); additional information is given in Moik (198

L. Most of the variance in a multispectral data set is com-
. pressed into the first two PC images.

- Noise is generally relegated to the less-correlated PC im-
ages.

- Spectral differences between materials may be more appar-
ent in PC images than in individual bands.

 Ratio Images

Ratio images are prepared by dividing the DN value in one
band by the corresponding DN value in another band for each
ixel. The resulting values are plotted as a ratio image. Figure
-29 illustrates some ratio images prepared from TM bands of
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the Thermopolis subscene. In a ratio image the black and white
extremes of the gray scale represent pixels having the greatest
difference in reflectivity between the two spectral bands. The
darkest signatures are areas where the denominator of the ratio
is greater than the numerator. Conversely, the numerator is
greater than the denominator for the brightest signatures.
Where denominator and numerator are the same, there is no
difference between the two bands,

For example, the spectral reflectance curve for vegetation
(Figure 3-1) shows a maximum reflectance in TM band 4
(reflected IR) and a lower reflectance in band 2 (green). Figure
8-29C is the ratio image 4/2, which is produced by dividing
DNs for band 4 by the DNs for band 2. The brightest signa-
tures in this image correlate with the cultivated ficlds along the
Wind River and Owl Creek (Figure 3-7H). Figure 8-29A is the
ratio image 3/1 (red/blue), in which red beds of the Chugwater
outcrops have very bright signatures.

Any three ratio images may be combined in red, green, and
blue to produce a color image. In Plate 14C the ratio images
3/1, 5/7, and 3/5 are combined as red, green, and blue, respec-
tively. Compare this image with the various Thermopolis color
images (Plate 2) and the interpretation map (Figure 3-8). The
signatures of the ratio color image express more geologic in-
formation and have greater contrast between units than do
color images of individual TM bands. An advantage of ratio
images is that they extract and emphasize differences in spec-
tral reflectance of materials. A disadvantage of ratio images is
that they suppress differences in albedo; materials that have
different albedos but similar spectral properties may be indis-
tinguishable in ratio images. Another disadvantage is that any
noise is emphasized in ratio images.

Ratio images also minimize differences in illumination con-
ditions, thus suppressing the expression of topography. In
Figure 8-30 a red siltstone bed crops out on both the sunlit and
shadowed sides of a ridge. In the individual Landsat TM bands
I and 3, the DNs of the siltstone are lower in the shadowed
area than in the sunlit outcrop, which makes it difficult to fol-
low the siltstone bed around the hill. Values of the ratio image
3/1, however, are identical in the shadowed and sunlit areas, as
shown by the chart in Figure 8-30; thus the siltstone has simi-
lar signatures throughout the ratio image. Highlights and shad-
ows are notably lacking in the ratio images of Figure 8-29.

In addition to ratios of individual bands, a number of other
ratios may be computed. An individual band may be divided
by the average for all the bands, resulting in a normalized ra-
tio image. Another ratio combination is produced by dividing
the difference between two bands by their sum; for example,
(band 4 — band 5)/(band 4 + band 5). Ratios of this type are
used to process AVHRR data, as described in Chapter 9.

Multispectral Classification

For each pixel in a Landsat TM image, the spectral brightness
is recorded for six spectral bands in the visible and reflected IR
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A.PC image 1 (‘88. percent). '

S

D. PC image 4 (1.8 percent).

Figure 8-27 Principal-component (PC) images of the Thermopolis, Wyoming,
subscene. PC images were generated from the six visible and reflected IR bands of
TM images. The percentage of variance represented by each PC image is shown.
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E. PCimage 5 (0.5 percent).

Figure 8-27 (continued)

regions. A pixel may be characterized by its spectral signature,
which is determined by the relative reflectance in the different
wavelength bands. Multispectral classification is an informa-
tion-extraction process that analyzes these spectral signatures
and then assigns pixels to classes based on similar signatures.

Procedure Multispectral classification is illustrated diagram-
matically with a Landsat image (Figure 8-31A) of southern
California that covers the Salton Sea, the Imperial Valley, and
adjacent mountains and deserts. Figure 8-32A shows reflectance
spectra for water, agriculture, desert, and mountains that are de-
rived from TM bands. The data points are plotted at the center of
each TM bandpass. In Figure 8-32B the reflectance ranges of
bands 2, 3, and 4 form the axes of a three-dimensional coordi-
nate system. The solid dots are the loci of the four terrain cate-
gories in Figure 8-32A. Plotting additional pixels of the different
terrain types produces three-dimensional clusters or ellipsoids.
The surface of an ellipsoid forms a decision boundary, which
encloses all pixels for that terrain category. The volume inside
the decision boundary is called the decision space. Classification
programs differ in their criteria for defining decision boundaries.
In many programs the analyst is able to modify the boundaries
to achieve optimum results. For the sake of simplicity the cluster
diagram (Figure 8-32B) is shown with only three axes. In actual

practice the computer employs a separate axis for the six TM
bands.

e

F. PC image 6 (0.3 percent).
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Figure 8-28 Plot showing the percentage of variance represented by
PC images of the Thermopolis, Wyoming, subscene (Figure 8-27).
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Figure 8-30 Suppression of illumination differences on a ratio image.

Once the boundaries for each cluster, or spectral class, are of each terrain category, or class. Spectral values for each
defined, the computer retrieves the spectral value for each pixel in a training site are used to define the decision space
pixel and determines its position in the classification space. for that class. After the clusters for each training site are de-
Should the pixel fall within one of the clusters, it is classified fined, the computer then classifies all the remaining pixels
accordingly. Pixels that do not fall within a cluster are consid- in the scene.
ered unclassified. In practice the computer calculates the math- 2. Unsupervised classification The computer separates the
ematical probability that a pixel belongs to a class; if the prob- pixels into classes with no direction from the analyst.
ability exceeds a designated threshold (represented spatially by
the decision boundary), the pixel is assigned to that class. Ap- The two classification methods are compared by applying

plying this method to the digital data of the Salton Sea and the them to the TM data for the Thermopolis, Wyoming, subscene.
Imperial Valley scene produces the classification map of
Figure 8-31B. The blank areas (unclassified category) occur at ~ Supervised Classification The first step in the supervised
C. Ratio image 4/2. D. Ratio image 5/7. _the boundaries between classes where the pixels include more  classification is to select training sites for each of the terrain
than one terrain type. categories. In Figure 8-33 the training sites are indicated by
There are two major approaches to multispectral classification: black rectangles. Some categories are represented by more
than one training site in order to cover the full range of re-
L. Supervised classification The analyst defines on the image ~ flectance characteristics. Figure 8-34 shows TM reflectance
a small area, called a training site, which is representative spectra for the terrain categories. Note the wider range of

Figure 8-29 Ratio images of Landsat TM bands of the Thermopolis,
Wyoming, subscene. The images have been contrast-enhanced.
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CNNDODDDDDDD AAAAAA  WHWHHWH  AAAAAAAAAAANAAAAAAAAAAAAAAA  DDDWWWWDODDDDODDD M
nONHDDDDONDDD AAAAARAA  WHW WHHAAAAAAAAAAAWWWWAAAAAAAAAAAAA ODODDOAODDDNDBDDN O
nANDNOBNONDNDD ALAAAARAB AAWHWHWHWHWHWAAWWWAAAAAAAAAAAAA DDDDDDNWNNDDNNODDDOD
noDNNDANDNDODDONNNNDD  AAAAAAAAAAAAAAAAAAWAAWHAAAAAAAAAAAAAA DDDDDDDKNNDNNNDNDND
nDONNONDDNDODONDDONNNDD  AAAAAAAAAAAAAAAAAAWAAWWWAAAAAAARAAAAA NONDDDNDWONNNDNDND
DoNDNDDONNONONNODENDNND  AAAAAAAAAAAAAAAAAAWAAAAHAAAAAAAAAAAAA DDNDONNDWWONDDDDD
oopNNoDOLODODNNDDNNDNNDD AAAAAAAAAAAAAAAAAAWAAAWAAAAAAAAAAAAA DDDDONNNDNWDONAND
ONANDDDNNODNODONACONNNNONND AA AL AAAAAAANAAARWAAAAAWAAAAAAAAAAAAA DDINNNNDNDWNNOIN
onnnoDonNDDNDDONDDNDNNONDD  AAAAAAAAAAAAWWA  AAAWAAAAAAAAAAAAAA DDODDDDDDNWHWOND
¥ BDNODDODNNDRONNONBNNDNDDDN AAAAANABAAAAY AAAAWAAAAAAAAAAAAA  DNDDDDDONDOWAD
MMM NDODDOD CaDNDBONDND  AAAARAAAAAWA AAAAWAAAAAAAAAAAAAA DDDNODNDDDDNWD
MMMY NDOND MMMMMM - nDDDODDND  AAAAAAAAAWAAAAAAAAAAN AAAAAAAAAAAAAA DDNNDRDDNDNNNY
MMMMM DDOD MMMMMMMMM - DNDNDDD  AAAAAAWWAAAAAAAAAAAAWAAAAAAAAAAAAA DNANNANNADNNON
MMMM DDDDDODD MHMMMM DODDNRDDO  AAAAAWAAAAAAAAAAAAAWAAAAAAAAAAAAA  DDDDNDDDDNNND
MMM DDDDODDNDDDD MM DODDDNDNDD  AAAAWMAAAAAAAAAAAAAMAAAAAAAAAAAAAA DNNDDDDDODDNN
M 0NDDODONDDDDOBDNNDRNDDNNNNN & AAAWAAAAAAAAAAAAAAWAAAAAAAAAAAALA NDODDDNDDNDDND
00D0DRDODNDONNNODNNDDNDNRONDD AAAAAAAWAAAAAAAAAAAAAAWAAAAAAAAAAAAA  DDDNDNDNDNDD
M noooonpDNNNNDDNRNDD MDD AAAAAAHWAAAAAAAAAAAAAAAAWAAAAAAAAAAAA  DDADDNDDNDDD
MMMM O DDDNDODONNBCNDNNDD AMNALAHWWAZAAAAAAAAAAAAAAAAAWAAAAAAAAAAAL DDNDDDDDDDND
MMMHMM DDDDDDDDNNDNRODNND  AAAAAAWAAAAAAAAAAAAAAAAAAAAAAN AAAAAAAAAAAA NDDDNDDNDDDND
MMMMMMM - ODNDDONDODNNND AAAAMAAWAAAAAAAAAAAAAAAAAAAAAAAAWAAAAAAAARAL  NDONRNDDODND
MMMMM MMM 0DNDNDDNNN  AAAAAAWAAAAAAAAAAAAAAAAAAAAAAAAAAWAAAAAAAAAA  DDDNDDNDNND
MMMMMMMMMMM DDODDDNON AAAAAAAWAAAAAAAAAAAAAAAAAAAAAAAAAAAWAAAAAAAAAA  DDNDDONANDD

B. Classification map. A = agriculture, D = desert, M = mountains, W = water,
blank = unclassified.

TM band3 255

B. Three-dimensional clugter diagram for classification.

Figure 8-32 Landsat data used to classify image of the Salton Sea
nd the Imperial Valley, California.

pectral variation in the reflected IR bands (4, 5, and 7) than in
he visible bands (1, 2, and 3). In the first attempt at supervised
classification, training sites were selected for each of the geo-
ogic formations, but the results showed that individual forma-
ions of the same rock type had similar or overlapping spectral
characteristics and were assigned to the same class. For exam-
ple, many of the formations are sandstones, which proved to be
pectrally similar despite their different geologic ages. The fi-

Figure 8-31 Multispectral classification of Landsat data for the Salton Sea and the
Imperial Valley, California.
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nal classification identified rocks as sandstone, shale, and red
beds. The resulting supervised classification image (Plate 15A)
uses colors to represent the six major terrain classes; black in-
dicates unclassified pixels. The legend identifies each terrain
class and the percentage of the map occupied by each class.
The classification map may be evaluated by comparing it with
Figure 8-33, which is based on geologic maps of the
Thermopolis area. Plate 15A shows the major terrain cate-
gories accurately. Some narrow belts of the shale class are
shown interbedded with the sandstone class; this is correct be-
cause several sandstone units, such as the Frontier Formation,
include shale beds. The proportion of shale in the classification
map is probably understated for the following reason. Shale
weathers to very fine particles that are easily removed by wind
and water, Sandstone, however, weathers to relatively coarse
fragments of sand and gravel that may be transported down-
slope to partially conceal underlying shale beds. This relation-
ship is shown where the course of dry streams that cross the
outcrop of the Cody Shale is classified as sandstone because of
the transported sand and sandstone gravel in the streambeds.

Unsupervised Classification Plate 15B shows an unsuper-
vised-classification image, which was produced by a program
that automatically defined 16 classes. After the 16 unsuper-
vised classes were calculated, I reviewed them and combined
them into the eight classes shown in Plate 15B. Patterns of the
sandstone and shale classes are similar to those in the super-
vised map. The computer recognized two spectral subdivisions
of the Chugwater Formation: a lower member shown in red
and an upper member shown in orange (Plate 15B, Legend).
The lower member is confined to the Chugwater outcrop belt,
but the upper member is recognized beyond the Chugwater
outcrops, where it also represents patches of reddish soil. The
unsupervised classification recognized native vegetation and
three distinct classes of agriculture.

Neither classification map recognized the outcrops of car-
bonate rocks shown in the map of Figure 8-33. The carbonate
outcrops are classified as sandstone in both maps. Figure 3-1
shows reflectance spectra for sandstone and limestone, plus the
spectral ranges of the TM bands. This figure demonstrates that
the broad bandwidths recorded by TM bands lack the spectral
resolution to distinguish sandstone from limestone. The super-
vised and unsupervised classifications failed to separate these
rocks because the TM data were inadequate, not because the
digital classification methods were inadequate. This example
demonstrates the need for multispectral images with finer
spectral resolution (narrower bandwidths), such as the images
acquired by hyperspectral scanners.

Change-Detection Images

Change-detection images provide information about seasonal
or other changes. The information is extracted by comparing
two or more images of an area that were acquired at different
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Figure 8-33 Terrain categories and training sites for supervised classification of the
Thermopolis, Wyoming, subscene. Abbreviations for formations are given in Figure 3-8.
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gories shown in Figure 8-33 (Figure 8-35C). The location map aids in understanding
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signatures in the difference image. Neutral gray tones repre-
senting areas of little change are concentrated in the northwest
and southeast and correspond to forest terrain. Forest terrain
has a similar dark signature on both original images. Some
patches within the ephemeral Goose Dry Lake have similar
light signatures on images A and B, resulting in a neutral gray
tone on the difference image. The clouds and shadows that are
present only on image B produce dark and light tones, respec-
tively, on the difference image. The agricultural practice of
seasonally alternating between cultivated and fallow fields is
clearly shown by the light and dark tones on the difference im-
age. On the original images, the fields with light tones have
crops or stubble and the fields with dark tones are bare earth.
Change-detection processing is also used to produce differ-
ence images for other remote sensing data, such as between
nighttime and daytime thermal IR images (Chapter 5).

HARDWARE AND SOFTWARE FOR IMAGE
PROCESSING

The image-processing routines are implemented on computer
systems that consist of hardware and software, both of which
are evolving at a rapid rate. For example, when the second edi-
tion of this book was wriiten, in 1986, a typical state-of-the-art
image-processing system cost several hundred thousand dol-
lars and was supported by a supercomputer and peripheral
hardware costing tens of million dollars, In 1996 a stand-alone
desktop computer system costing $15,000 replaces the earlier
system.

Hardware

Personal computers can be classified according to their operat-
ing system: Mac OS (Macintosh Operating System), Windows
95, or Unix. This book is not the forum to debate the relative
merits of these systems. Most systems are acceptable; the
choice is largely based on personal preference. Figure 8-36
shows the basic components of a typical image processing sys-
tem, such as the one I use.

The data input/output components are used to read original
data, such as TM, into the system. The common current for-
mats are 8-mm tape and CD-ROM. The second function of the
input/output components is to record the digitally processed
data for later playback into image prints (hard copy). The out-
put function is also used to make backup records that safe-
guard against loss of data.

The original TM data are loaded onto the hard drive (not
shown in Figure 8-36) which stores the original data. Several
different data sets (TM, SPOT, digital terrain data) may be
stored and used concurrently to create a combination image.
During a processing session, a number of intermediate data
sets are generated and stored on the hard drive. Therefore the
hard drive should have several gigabytes (10° bytes) of mem-
ory, which is relatively inexpensive. The data are processed by
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Figure 8-36 Components of a typical interactive image-processing

system.

the central processing unit (CPU) which incorporates the ra
dom access memory (RAM), shown in Figure 8-36. T
amount of RAM influences the speed at which the data a
processed. RAM is relatively expensive, but several tens

megabytes are a minimum requirement. The system in Figu
8-36 has 96 megabytes of RAM and performs satisfactoril
New systems operate in a parallel-processing mode that acce
erates processing speeds. Data are divided into subsets, typ
cally four, which are processed simultaneously and reco

bined into output data.

Images and program information are shown on monito
which are digitally controlled color display screens. Larg
area, high-resolution monitors are desirable for most-oper
tions. The system in Figure 8-36 employs a second option
smaller monitor to display program information, which elimi
nates clutter on the large monitor. The keyboard and mouse ¢
able the operator to interact with the system.

Software

Software is a set of instructions that commands the hardw
system. A basic set of software (DOS, Apple, or Unix) is i
stalled to operate the system. Additional application softw;
is required for specific tasks, such as image processing. A v
ety of image-processing software is available for each of ¢
three operating systems. Table 8-1 is a representative list
commercial vendors of image-processing software. All of
software packages include routines for the basic operations d
scribed in this chapter (restoration, enhancement, and inform
tion extraction), although the organization and nomenclatu
may be different. This book is not the forum to review the m
its of different software packages, except to note that there
séveral ways to evaluate software:

1. Contact established users with applications similar to yours
and get their opinions.
2. The Internet has bulletin boards that can be helpful.

3, Ask vendors for demonstration versions of their software
that can be installed on your system for evaluation.

4. Many vendors have demonstration booths at the remote
sensing conferences listed in Chapter 1, where you can try
out the software,

In addition to commercial software, there are a variety of
public-domain packages that are accessible via Internet. (Note:
1 am not suggesting “pirating,” or copying copyrighted soft-
ware. Not only is this practice illegal; it also denies compensa-
tion to the developers of the software. Without compensation,
there is no incentive to develop new software that we will need
in the future.)

interactive Image-Processing Session
A typical Landsat image-processing session proceeds as follows:

1. After the CCT is loaded, the analyst selects three TM bands
and assigns them to the blue, green, and red channels of the
monitor. A typical combination is bands 2-4-7 shown in
BGR (blue, green, and red). The TM image consists of
5667 lines, each with 6167 pixels, but the monitor in Figure

Table 8-1 Image-processing software and vendors

8-36 displays only 1152 lines by 870 pixels. The image is
1'e§ampled to fit on the monitor; every eighth line and every
eighth pixel are displayed. The mouse and on-screen cursor
are used to select a representative subscene, which is dis-
played at full resolution with each line and pixel of original
data shown on the monitor.

2. The display is examined for defects, such as banding and
line dropouts, which are then restored,

3. The next step is to enhance the image. Each of the three spec-
tral bands, together with its histogram, is viewed separately,
and the contrast is enhanced. The three bands are then
viewed as a color display, which typically is undersaturated.
The image is transformed into its IHS components, and satu-
ration is enhanced. At this stage it is generally useful to apply
a nondirectional edge-enhancement filter to the intensity
component. The image is transformed back into an enhanced
BGR display. Coordinate grids (latitude and longitude; UTM)
are added and the image is ready for plotting as hard copy.

4. Information extraction begins with the original data, not
with the enhanced data from step 3. Images of principal
components, ratios, and classifications are generated and
interactively modified to suit the application.

995 Wilderness Place
oulder, CO 80301

arth Resource Mapping

370 La Jolla Drive, Suite 900
an Diego, CA 92122
elephone: 619-558-4709

ax: 619-558-2657

ImageStation

Intergraph Corp.
Huntsville, AL 35894
Telephone: 205-730-2000
Fax: 205-730-1263

IMAGINE

ERDAS

2801 Buford Highway NE, Suite 300
Atlanta, GA 30329

Telephone: 404-248-9000

Fax: 404-248-9400

TNTmips

Microlmages, Inc.

201 North 8th Street
Lincoln, NB 68508
Telephone: 402-477-9554
Fax: 402-477-9559

VI’STA

International Imaging Systems
1500 Buckeye Drive

Milpitas, CA 95035
Telephone: 408-432-3400
Fax: 408-433-0965
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COMMENTS

Digital image processing has been demonstrated in this chapter
using examples of Landsat images that are available in digital
form. It is emphasized, however, that any image can be con-
verted into a digital format and processed in similar fashion.
There are three major functional categories of image processing:

. Image restoration, to compensate for data errors, noise, and
geometric distortions introduced during the scanning,
recording, and playback operations

. Image enhancement, to alter the visual impact that the im-
age has on the interpreter, in a fashion that improves the in-
formation content

. Information extraction, to utilize the decision-making capa-
bility of the computer to recognize and classify pixels on
the basis of their digital signatures.

In all of these operations the user should be aware of the trade-
offs involved, as demonstrated in the discussion of contrast
stretching.

A common query is whether the benefits of image process-
ing are commensurate with the cost. This is a difficult question
that can only be answered by the context of the user’s needs. If
digital filtering, for example, reveals a previously unrecog-
nized fracture pattern that in turn leads to the discovery of ma-
jor ore deposits, the cost benefits are obvious. On the other
hand, it is difficult to state the cost benefits of improving the
accuracy of geologic and other maps through digital process-
ing of remote sensing data. However, it should also be noted
that technical advances in software and hardware are steadily
increasing the volume and complexity of the processing that
can be performed, often at a reduced unit cost.

QUESTIONS

1. Many users advocate higher spatial resolution (smaller
ground resolution cells) for imaging systems without con-
sidering the operational consequences. Assume that the
Landsat TM ground resolution cell is reduced to 10 by 10 m.
Refer to Figure 8-1, and calculate the following:

a. Number of pixels per band
b. Number of pixels per scene (seven bands)
c. Ratio of new pixels divided by original (30 by 30 m)
pixels

. Chapter 1 described the AVIRIS hyperspectral aircraft scan-
ner, which acquires images that cover 10.5 by 10.5 km with
ground resolution cells that cover 20 by 20 m. Calculate the
number of pixels in a single band of AVIRIS data. An
AVIRIS scene consists of 224 spectral bands of data.
Calculate the megabytes of data in an AVIRIS scene.
Assume you have acquired complete AVIRIS coverage for
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the area of a TM scene. Calculate the megabytes of AVIRIS
data. A CD-ROM stores 650 megabytes of data. Calculate
the number of CD-ROMs required to store these AVIRIS
data. ~

. For Figure 8-8A replace 0 with 10 and 90 with. 80,
Calculate the filtered values to replace noise pixels.

. For your particular application (forestry, geography, geol-
ogy, oceanography, and so forth) of Landsat TM images,
which of the contrast-enhancement methods in Figure 8-14
is optimum? Explain the reasoning for your selections and
any trade-offs that might occur. °

. For Figure 8-16A replace all the 35s with 47s and all ¢
45s with 38s. Produce the following enhanced results:

a. Filtered data set
b. Profile of the revised original data
c. Profile of your filtered data

. For Figure 8-20B replace the 30s with 31; replace the 2
with 24, Use the appropriate filter (Figure 8-20A) to ¢
hance the northeast-trending lineament. Record the e
hanced pixels in a format similar to Figure 8-20D. Plot pr
file A-B for the original lineament and the enhanc
lineament. Repeat the process for the northwest-trendi
original lineament. Calculate: a. the enhanced geometric ¢
pression; b. the enhanced brightness difference in percent.

. For your particular application, assign priorities (most us
ful to least useful) for the information-extraction metho
Describe how you would apply and interpret each of
most useful procedures.
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